ORIGINAL ARTICLES

VK 616.379-008.64-06:616-091.8:611.018.4-616-008.9-07
https://doi.org/10.20538/1682-0363-2023-1-81-87

Artificial neural networks in predicting impaired bone metabolism
in diabetes mellitus

Safarova S.S.

Azerbaijan Medical University
14, A. Gasymzade Str., Baku, Az1000, Azerbaijan

ABSTRACT

Growing incidence of diabetes mellitus (DM), given significant socioeconomic consequences that low-trauma
fractures entail, determines a need to improve diagnostic standards and minimize the risk of medical errors, which
will reduce costs and contribute to better treatment outcomes in this category of patients.

Aim. To assess diagnostic capabilities of the method based on the use of an artificial neural network (ANN) for
predicting changes in reparative osteogenesis in diabetes mellitus.

Materials and methods. A single-center, one-stage, cross-sectional study included 235 patients with type 1 and
type 2 diabetes mellitus and 82 persons of the control group (the total of 317 patients). Further, the obtained data
were processed using the MATLAB software to develop an ANN with a training (80%) and test (20%) set. The
ANN model was trained by optimizing the relationship between a set of input data (a number of clinical and
laboratory parameters: gender, age, body mass index, duration of diabetes mellitus, etc.) and a set of corresponding
output data (variables reflecting the state of bone metabolism: bone mineral density, markers of bone remodeling).

Results. The ANN-based algorithm predicted estimated values of bone metabolism parameters in the examined
individuals by generating output data using deep learning. Machine learning was repeated until the error was
minimized for all variables. The accuracy of the validation test to predict changes in bone metabolism based on
patient data was 92.86%.

Conclusion. The developed ANN-based method made it possible to design an auxiliary tool for stratification of
patients with changes in bone metabolism in diabetes mellitus, which will help reduce healthcare costs, speed up
the diagnosis due to fast data processing, and customize treatment for this category of patients.
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UcKyccTBeHHbIe HEMPOHHbIE CeTU B NPOrHO3nMpoOBaHNN HapyLIeHNN
MeTabonn3ma KOCTHOI TKaHM NpU caxapHom agunaberte

Cadaposa C.C.

A3zepbatiosxcanckuil MeOUYUHCKULL YHUGEPCUMEm
Asepoationcan, Az1000, e. baxy, ya. A. I'acvimzade, 14

PE3IOME

ITo mepe pocrta 3a0071€BaeMOCTH CaXapHBIM AMAOETOM, H YUUTHIBAs CYLIECTBEHHbIE COLHATbHO-IKOHOMHYECKHE
MOCIIE/ICTBUSI, KOTOPBIE BIEKYT 3a COOON HU3KO TPaBMATHUYECKHE MEPEIOMBbI, BOSHUKAET HEOOXOJUMOCTh B KOP-
PEKLUH CTaHJAPTOB IUATHOCTUKHU U CBEJICHUH K MUHUMYMY PHCKa MEIUIMHCKUX OIIMOOK, YTO MTO3BOIUT CHU3UTh
3aTpaThl U JOOUTHCA JIYUIIHX PE3yIbTaTOB B JIEUEHUN JJAaHHOH KaTeropuu OOIbHBIX.

HeJb: olleHKa TUarHOCTUYECKUX BO3MOXKHOCTEH METO/1a, OCHOBAHHOI'O Ha IPUMEHEHUH UCKYCCTBEHHON HEHpPOH-
Hott cetnt (MHC) B kauecTBEe HHCTpyMEHTa IPOTHO3NPOBAHMSI H3MEHEHHUH IPOIIECCOB PEIapaTHBHOIO OCTEOreHe3a
IIPU caxapHOM Jradere.

MarepuaJjbl 1 MeTobl. BeiOopxka Obl1a chopmMmpoBaHa B X0/ie HCCIIeIoBaHMs 235 MaIeHTOB ¢ CaXapHBIM Axa-
6erom 1-ro 1 2-ro THIA 1 82 JHII KOHTPOJIBHO rpymisl (Beero 317 venosek). Jlanee HaOOp MOTyYSHHBIX TAHHBIX
6611 00paboTan mporpamMmusiM obecniedenreM MATLAB ns noctpoenns MHC ¢ obyqaromum (80%) u Tecto-
BBIM (20%) Habopom. Moaens MHC obyuanacs ImyTeM ONTHMA3AINH B3aHMOCBS3H MEX/Ty HaOOpPOM BXO/IHBIX JaH-
HBIX (TTOKa3aTeNH: MOJ, BO3PACT, HHJEKC MacCHl TeNa, JUINTEILHOCT AnabeTa U T.11.) ¢ HabOpOM COOTBETCTBYIOMINX
BBIXOJIHBIX JAHHBIX (TIEPEMEHHBIX, OTPAXKAIOMINX COCTOSHNE KOCTHOTO METa0O0JIM3Ma: MHHEPAIbHYIO IIIOTHOCTD
KOCTH, MapKepbl KOCTHOTO PEMOJICITUPOBAHNS).

PesyabTartel. basupyemsiit Ha UHC anroputm ¢ BEICOKOH TOYHOCTBIO CIIOCOOEH CIIPOTHO3UPOBATH 3HAUCHHS MO~
KazaTeneil MeTaboar3Ma KOCTHOH TKaHU 00CIEe0BAHHBIX MAI[MEHTOB, CTEHEPHPOBAB BBIXOAHBIE JAHHBIE C TIOMO-
b0 IyOokoro o0yuenus. [Ipouecc MammHHOro 00y4YeH s MOBTOPSICS 10 TEX MOP, TTOKa He MUHUMH3HUPOBANIach
ommOKa I BCEX MEPEMEHHBIX. TOYHOCTh BaINMAAIIMOHHOTO TECTa ISl MPOTHO3MPOBAHMS M3MEHEHUS! KOCTHOTO
MeTaboJIM3Ma Ha OCHOBE JAHHBIX MAIlMEHTOB cocTaBuia 92,86%.

3akiouenue. [IpumeHenue anmnapara UCKyCCTBEHHBIX HEMPOHHBIX CETEH MO3BOJIMIO CKOHCTPYHUPOBATH BCIIOMO-
ratebHbI HHCTPYMEHT JUTS CTpaTH(UKAIMK MAIIUEHTOB C CaXapHbIM THa0CTOM, HMCIOIINX HAPYIICHHS perapa-
THBHOTO OCTEOT'€HE3a, YTO MOKET IIOMOYb COKPATUTH 3aTpaThl HA 00CIIEIOBAHNE, YCKOPUTh AUArHOCTHKY 3a CUET
OBICTPOTrO Mporiecca 00PabOTKU TAHHBIX U CKOPPEKTUPOBATD MPOLIECC JICUCHUS JAHHOW KaTETOPUH MAI[HEHTOB.

KiroueBble ciioBa: caxapHslii [uaber, ocTeonaTus, HEeHPOHHBIE CETH

KondaukTt naTepecoB. ABTOp AEKIAPUPYET OTCYTCTBUE SBHBIX U MOTCHIIMAIBHBIX KOH(INKTOB HHTEPECOB, CBSI-
3aHHBIX C ITyOJIMKAIMEl HACTOSIIEeH CTaThH.

Hcrounuku puHaHCHPOBAHMS. ABTOD 3asBisieT 00 OTCYTCTBUM (PUHAHCHUPOBAHUS UCCIICNOBAHMS MIPH POBEIe-
HHH UCCIICIOBAHMSL.

CooTBeTcTBHE NPUHIHUNIAM 3THKH. Bee naryeHTs! nonucan nHGopMamoHHOE Corliacke Ha yuacTHe B KIIMHH-
4ecKOM HccienoBanun. FcenenoBanue 0100peHO JIOKAIbHBIM THYECKUM KOMUTETOM A3epOaiipkaHCKOro Me/u-
LUHCKOro yHuBepcureta (mporokoi Ne 02/14 or 12.10.2016).

[ uutupoBanus: Cadaposa C.C. HckyccTBeHHbIE HEHPOHHbIE CETH B IPOTHO3UPOBAHUHU HAPYIICHUH MeTa0o-
JIM3Ma KOCTHOM TKaHM IpH caxapHoM auabere. Biowiemens cubupcrou meouyunst. 2023;22(1):81-87. https://doi.
0rg/10.20538/1682-0363-2023-1-81-87.

Artificial neural networks in predicting impaired bone metabolism in diabetes mellitus

INTRODUCTION

Growing incidence of diabetes mellitus (DM), given
significant socioeconomic consequences that low-
trauma fractures entail, determines a need to improve
diagnostic standards and minimize the risk of medical

errors, which will reduce costs and contribute to
better treatment outcomes in this category of patients.
Metadata indicate higher incidence of bone fractures
in patients with type 1 and type 2 DM compared with
the general population [1-3]. Methods commonly
used to diagnose bone diseases in DM include
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analysis of hormonal and electrolyte homeostasis,
bone remodeling markers, and dual-energy X-ray
absorptiometry (DXA). All these methods have certain
limitations. In addition, diagnosis is complicated by
the peculiarities of the pathogenesis of DM and is
aggravated by impaired fracture healing [4].

Traditionally, the use of diagnostic methods can
be minimized by data mining techniques to identify
and analyze hidden information within data to better
predict results and accelerate and personalize the
diagnosis of bone changes in DM. These techniques
include artificial intelligence, statistics, machine
learning, and visualization [5].

Decision support systems (DSS) based on artificial
neural networks (ANN) are effectively used in clinical
diagnostics, which is why these tools are becoming
more and more popular for developing individualized
diagnostic approaches and predicting a number of
diseases, and, as a result, developing an optimal
treatment strategy due to a more accurate and rapid
analysis of interrelated processes in the body [1, 5].
Nevertheless, ANN has never been used in predicting
the risk of bone fractures in DM based on routine
clinical and laboratory tests.

The aim of the study was to assess the diagnostic
capabilities of the method based on the use of ANN as
atool for predicting changes in reparative osteogenesis
in DM.

MATERIALS AND METHODS

A single-center, one-stage, cross-sectional study
included 235 patients with type 1 and type 2 DM
and 82 persons of the control group (the total of 317
patients).The study was conducted in 2015-2017 at the
Department of Endocrinology of the Educational and
Therapeutic Clinic at Azerbaijan Medical University.
All parameters were evaluated once.

The exclusion criteria were: bone fractures in the
past medical history, treatment for osteoporosis in
the medical history, endocrine diseases, non-diabetic
liver and kidney diseases, and final stages of diabetic
nephropathy (stage I[IV-V).

For all patients, we indicated sex, age, duration
of DM, body mass index (BMI) and measured bone
mineral density (BMD), which was defined by T-
and Z-scores in the lumbar spine (T-SD L1-4; Z-
SD L1-4) and femoral neck (T-SD FN; Z-SD FN)
by DXA. The levels of glycated hemoglobin
(HbAlc), serum bone remodeling markers (alkaline
phosphatase (ALP), procollagen type I N-terminal
propeptide (PINP), and beta-C-terminal telopeptide
(b-CTx)), parathyroid hormone (PTH), calcitonin
(CT), vitamin D3 (25 (OH) D), and insulin were
determined. We measured HOMA-IR index,
glomerular filtration rate (GFR), and albumin. The
ionic balance in the blood was also determined: total
calcium (tCa) and ionized calcium (Ca?*), phosphorus
(P*), magnesium (Mg?*"), potassium ( K*), and sodium
(Na").

Statistical analysis. Following the previous
clinical and laboratory research, we developed an
ANN-based method to predict and assess the state
of bone tissue in DM. The data were collected from
individuals with type 1 and type 2 DM and processed
by variational mathematical methods of statistical
analysis using BioStatPro 6.2.2.0 software. Next,
the data set was processed by MATLAB software
(Attaway, 2022). The train — test split was 80% /
20%, respectively, with subsequent validation and
normalization. The ANN model was trained by
optimizing the relationship between a set of input
data (a number of clinical and laboratory parameters:
sex, age, BMI, duration of DM, etc.) and a set of
corresponding output data (variables reflecting the
state of bone metabolism: BMD, markers of bone
remodeling). The accuracy of the validation test for
predicting changes in bone metabolism in relation to
the training data was 92.86%.

Data set development. The study was single-center,
transverse and included the results of the examination
of 98 patients with type 1 DM and 137 patients with
type 2 DM. The control group included 82 individuals.
The characteristics of all 317 patients are shown in
Table.

Table

Clinical characteristics of patients, M (95% CI)

Parameter Type 1 DM, n =98 Type 2 DM, n = 137 Controls, n = 82
Age, years 55.8 (54.4-57.3) 58.4 (57.3-59.5) 55.9 (54.2-57.7)
Sex male / female 41/57 52/85 39/43
BMI, kg / m? 26.1 (25.6-26.5) 30.0 (29.4-30.6) 28.7(27.9-29.5)
DM duration, years 16.6 (15.4-17.8) 8.1(7.2-8.8) —
HbAlc, % 7.4 (7.1-7.8) 7.5(7.2-7.8) 4.9 (4.7-5.0)
C-peptide, ng / ml — 4.3 (1.64-7.4) 3.7(3.14.7)

Bulletin of Siberian Medicine. 2023; 22 (1): 81-87

83



Cadaposa C.C. MCKycCTBEHHble HeMPOHHbIe CeTU B MPOrHO3MPOBaHMM HApYLLEHWU MeTab0o/M3Ma KOCTHOM TKaHU
Table (continued)
Parameter Type 1 DM, n =98 Type 2 DM, n = 137 Controls, n = 82
HOMA-IR — 8.6 (7.5-9.6) 2.8(24-3.1)
tCa, mg/ dl 9.3(9.1-9.5) 9.4 (9.3-9.5) 9.5(9.4-9.7)
Ca?*, mmol /1 1.09 (1.07-1.11) 1.07 (1.04-1.08) 1.13 (1.11-1.15)
P*, mg/dl 5.4(5.2-5.6) 5.0 (4.8-5.2) 5.1 (4.9-5.2)
Mg, mg/dl 1.52 (0.69-2.45) 1.54 (1.45-1.63) 1.75 (1.61-1.89)
K*, mg/dl 4.4 (3.1-5.9) 4.3(4.14.4) 4.3 (4.1-4.5)
Na', mmol /1 142.2 (140.6-143.8) 140.9 (139.6-142.3) 138.5 (137.2-39.6)
Creatinine, mg / dl 0.85 (0.81-0.89) 0.79 (0.76-0.82) 0.75 (0.72-0.78)
GFR, ml/ min/ 1.73 m? 86.7 (83.1-90.4) 88.5(85.4-91.5) 95.2(91.8-98.6)
Albumin, g/ dl 4.2(4.14.3) 4.3 (4.14.4) 4.5 (4.3-4.6)
PTH, ng/ dl 51.16 (47.17-55.13) 51.69 (48.82-54.56) 45.09 (40.38-49.79)
Vitamin D ,;ng / ml 24.09 (21.32-26.86) 25.12(22.98-27.28) 30.41 (26.95-33.86)
CT, pg/ ml 12.07 (9.75-14.38) 10.23 (8.84-11.62) 5.5 (4.19-6.84)
ALP, UI/1 118.3 (110.1-126.4) 122.2 (116.2-128.1) 123.5(113.8-133.2)
PINP, ng / ml 40.58 (37.18-43.98) 42.08 (39.81-44.35) 47.09 (42.82-51.35)
b-CTX, ng/ml 0.525 (0.468-0.582) 0.495 (0.456-0.533) 0.424 (0.383-0.466)
T-score (T-SD L1-14) —1.4 (-2.2+-0.9)) —1.08 (-1.3;-0.8) —0.73 (-1.1;-0.3)
T-score (T-SD FN) —1.15 (-1.9+-0.7)) —1.12 (-1.3; -0.8) —0.64 (-1.0; -0.2)

In this study, we modeled ANN which included
the following input data: sex, age, weight, height,
BMI, duration of DM, duration of menopause,
blood glucose, HbAlc, albumin, creatinine, insulin,
C-peptide, HOMA-IR index, tCa, Ca*, P*, Mg**, K",

Input

iwh

Na’, GFR, PTH, CT, vitamin D,. Output data included
the following Parameters: ALP, PINP, b-CTX, T-SD
L1-4, Z-SD L1-4. The input value was converted to
the output value according to the activated functions

shown in Fig. 1.

J \

I
1

a'=f1 (iwtp + bY)

2= f2 (Iw*la! + b?)
a3 :fS (ZW3,2f2 (lwz,lf] (hlvl,l}7 + bl) + bz) + b})

Fig. 1. Multilayer neural network

The proposed method for constructing a ANN-
based self-learning predictive system for intelligent
DSS that diagnoses clinical and pathogenic features
of reparative osteogenesis in DM encompasses the
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following steps: setting a problem, preparing input
data, dividing data into training and test sets, building
and training a neural network including a multilayer
perceptron (MLP) model, forming a training sample
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supply scheme that determines a set of input elements
and corresponding output neurons, additional training,
and, if necessary, redesigning based on an assessment
of the diagnosis accuracy. The elements of the input
signals were normalized (in the range from —1 to 1);
the input synapse was supplied not with the parameter
value, but with its equivalent, recalculated by the
formula:
X, () -X™
Ximax _ Ximm
where X(7) is the original signal, NX(?) is the received
normalized signal, X™"and X" are the minimum and
maximum values for the input parameter intervals in
the field supplied to synapse i.

The Bayesian Regularization algorithm (trainer)
was used to train the ANN. The backpropagation

learning algorithm was based on gradient descent
search algorithms that allow the correlation weight to

NX, (1) =

[4] modelGUI
INPUTS
sex I 1 ‘ tCa
age a2 | iCa
weight [ gy | P
height RO | Mg
BMI i_ 287 _' K
DM ’T Na
Menopaus | 0 | GFR
Glukoza [ 435 | PTH
HbA1c [ 82 | cT
Al N up | VitD3
Xolesterol [ pg3 |
Kreatinin | 089 |
Insulin B
Crep | 05 |
HOMAIR [ |

be modified to optimize the model. The test set was
used for validation grading at the end of each training
stage and testing at the end of training to get an idea
of how well the model coped with the problem. The
initial training of the model was carried out using the
data of laboratory and instrumental studies of 317
patients listed above (Table). After the implementation
of the above stages, the ANN was ready for the last
stage, which was predicting biomarkers of reparative
osteogenesis and BMD, which are informative for
early diagnosis of impaired bone remodeling in DM,
i.e. parameters used to control diagnostic processes.
Practical implementation of a neural network
model for assessing the risk of osteoporotic changes
in bone tissue in diabetes mellitus. The ANN was
constructed using MATLAB software (Attaway,
2022) [6], and a visual interface was developed using
the GUIDE tool to make it convenient for clinicians

(Fig. 2).

= X
OUTPUTS
95 ‘
111 |
62 | ALP 204.4865
155 | PINP 75.3808
31| b_CTX 0.40841
Lo S TL14 -0.97737
107
| Z114 14717
45 |
7]
17a |
Predict

Fig. 2. Example of a calculation carried out by the ANN

RESULTS

In type 1 DM, both biochemical bone remodeling
markers and DXA are informative indicators reflecting
the state of bone metabolism. Biomarkers of bone

remodeling can be of great importance in assessing the
state of bone tissue, when the measurement of BMD
is not informative enough, in particular, at the initial
stages of type 2 DM (the data are given in Table). Due
to the current situation, we applied the ANN to patient

Bulletin of Siberian Medicine. 2023; 22 (1): 81-87 85



Cadaposa C.C.

MCKyCCTBeHHble Hel‘/‘IpOHHbIe CeTU B NPOrHO3MpOBaHUU HapyLUeHUK MeTab0/1M3mMa KOCTHOM TKaHu

data to determine the accuracy of predictions. The data
from the examination of 317 patients were analyzed,
of which 80% and 20% were used as training and test
sets, respectively. An ANN-based DSS model was
created to predict the state of bone metabolism in a
particular patient with DM based on the input data:
duration of DM, HbA ¢ values, vitamin D, etc. While
developing DSS, some adjustments were made to
the model settings to improve its adequacy. Further
training was conducted during its practical operation.

4 Newural Network Training (nntraintool)

r Neural Network

The learning process continued until the errors in all
variables were minimized, and it was stopped at the
moment when the error in the control sample began
to increase. The accuracy of the validation test for
predicting changes in bone metabolism in relation
to the training data was 92.86%. The ANN-based
algorithm predicted with high accuracy the values
of the bone metabolism parameters in the examined
individuals, generating output data via implementation
of the hidden level (Fig. 3).

r Algorithms

Training:

Caleulations: MEX

Data Division: Random (dividerand)
Bayesian Regularization (trainbr)
Performance: Mean Squared Error (mse)
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Fig. 3. ANN operation scheme

The results of the study showed the
effectiveness of the developed method based on the
construction of an intelligent DSS in identifying

the relationships between bone metabolism
parameters and a number of factors associated
with DM.
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DISCUSSION

Metabolic disorders caused by DM can negatively
affect BMD, increasing the likelihood of low-trauma
fractures which can lead to disability or death [I,
2]. Predicting a risk of fractures in DM patients is
more challenging because the DXA method and
the FRAX fracture risk calculator underestimate
the risk of fractures in DM patients due to higher
BMD [4]. Under these conditions, biomarkers of
reparative osteogenesis can show the quality of bone
tissue. However, high cost of these methods and low
availability of appropriate equipment in the regions
of Russia can complicate early diagnosis. A possible
solution to this problem is introducing advanced
computing technologies that can be integrated into
the diagnosis and prediction of changes in reparative
osteogenesis. At the same time, it should be kept in
mind that in each individual case, the doctor deals with
a pathological process with individual characteristics,
both known and unknown [1]. The use of artificial
intelligence methods reveals their wide possibilities
and high efficiency in establishing links between data
of clinical and instrumental studies and symptoms of
the disease, which makes it possible to consider such
systems as a practical tool for the doctor in the analysis
and processing of complex clinical data.

The effectiveness of applying the ANN
mathematical apparatus in clinical practice is justified
by a wide range of its predicting capabilities based on
processing of large, interconnected, multi-parametric
arrays of medical data, which eliminates the need for
expensive diagnosis and prevents improper treatment
[1, 7]. Data classification and clustering algorithms,
modeled in this study using ANN, showed efficiency
and good capability to predict the presence or absence
of low-trauma fracture risk in DM.

Author information

CONCLUSION

The developed method based on the mathematical
apparatus of ANN made it possible to design an
auxiliary tool for stratification of DM patients with
changes in bone metabolism, which will help reduce
healthcare expenses, speed up diagnosis through fast
data processing, and adjust the treatment process for
such patients.
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